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1. Overview

In the context of the information produced by MapBiomas, there are maps that describe the dynamics of land occupation by pasturelands in the last 38 years (Collection 8). This information is crucial for a better understanding of the complex processes related to changes in land use and land cover in Brazil, especially those related to the gain and loss of biodiversity and productivity.

Specifically, the MapBiomas pasture mapping has been based on the approach described in Parente et al. (2017) using the Landsat satellite series and the supervised classifier Random Forest with different feature space and sampling techniques (figure 1). The improvements made by collection helped to increase the overall accuracy and to reduce the confusions between pastures and other land-cover and land-use types (e.g., native vegetation, agricultural crops). In addition, Collection 8 has done an entire revision over the 31 thousand training samples from 1985 to 2022 and added another 19 thousand new training samples focusing on improving the quality of the map. Also, 4,296 new training samples were added as intervention points to specific situations where the classifier was performing poorly to map pasturelands or mapping non-pasture areas wrongly.

2. Landsat image mosaics

The pasture mapping was produced with Landsat data Collection 2 Tier 1 (from 1985 to 2022) (Markham & Helder, 2012). Landsat 5 images were used in the first half of the time series (i.e., 1985 to 1999). The images acquired by Landsat 7 were considered only for 2000,
2001, 2002 and in 2012 (due to the failure of the Scan Line Corrector mechanism - Markham et al., 2004). For the time periods from 2003 until 2011 and from 2013 to 2021 we used, respectively, Landsat 5 and Landsat 8 images. These time series were normalized to Top-of-Atmosphere (TOA) reflectances and screened with the Landsat Quality Assessment Band (QA = 2720 for Landsat 8 and QA = 672 for Landsat 5/7) in order to remove pixels contaminated with clouds and cloud shadows (ROY et al., 2014).

2.1. Definition of the temporal period

Our mapping approach considered as a classification unit the useful limits of the Landsat scenes (according to the Worldwide Reference System - WRS-2 Path/Row without the overlapping zones) and a 24-month time window, for the entire country, ensuring the prevalence of observations of a specific year (e.g. the feature space of 1994 considered images of the second semester of 1993 and the first semester of 1995) (figure 2). This time window provides a denser time series for the generation of the feature space, which is capable to capture, in a more adequate way, the vegetative vigor variations of pastures, since these areas are very susceptible to climatic variations (Ferreira et al., 2013).

![Figure 2. Number of clean observations (without clouds and cloud shadows) available for the Landsat scene 223/071, considering 12 months (i.e. without year overlap) and 24 months (i.e. the 1994 image considered observations of the second half of 1993 and the first half of 1995).](image)

2.2. Image selection

For all the "pasture" Collections generated until now, the compositied Landsat images (bands and indices) utilized in the classification process were selected only for the wet season. The operationalization of this approach, a challenge for a country with continental dimensions as Brazil, occurs automatically, on a pixel basis, through a percentile analysis of all NDVI values for the assumed time window. Specifically, only observations with values greater than the NDVI 25th percentile are considered to compose the wet season, in a 24-month window. For collections 5 onwards, the NDVI 25th percentile values were further categorized according to four other percentiles, i.e. 10, 25, 75, and 90%. Therefore, four
additional radiometric bands were incorporated to the classification process concerning Collections 5, 6, and 7.

2.3 Time-series normalization

The time-series normalization aims to increase the temporal consistency of the spectral data obtained by different sensors, allowing to expand the quantity of recurrent observations obtained for the same region. Specifically for the Landsat time-series, this technique enables the use of spectral samples obtained by different sensors (i.e. TM, ETM+, OLI), in the same training process utilized by machine learning algorithms (Chavez & Mackinnon, 1994; Roy et al., 2016).

In this direction, we tentatively implemented, only for Collection 4, a relative calibration method (Furby & Campbell, 2001) between the data obtained by the ETM+ and OLI sensors, which produced a Landsat 7 pixel value corrected for Landsat 8, considering all images obtained between 2013 and 2017 (figure 3). The Landsat 7 images were aligned with the Landsat 8 images, assuming that the eight days difference between the acquisition of the two images does not significantly impact the normalization process. For each WRS Landsat in Brazil, and for each spectral band, a regression was trained using the SVM algorithm and the same sample points used in the classification algorithm (see section 3.3). Only samples without land use and land cover change, between 2013 and 2017, were considered in the regression. The entire process was implemented on Google Earth Engine (https://code.earthengine.google.com/5c09817f5926b2efca0506bfb8c465fc) and resulted in 1,900 regressions (e.i. 381 WRS Landsat and 5 spectral bands). The regressions were applied in their respective scenes and spectral bands in all Landsat 5 and 7 images used in Collection 4 obtained between 1985 and 2012. Although there are differences between TM and ETM+ sensors, we used the same regression for both sensors based on their spectral similarity.
3. Classification

The classification approach considers a set of metrics that encompass the spectral variations, along a time window, to capture the seasonal characteristics of one or more land use and land cover classes (WANG et al., 2015; Pasquarella et al., 2018). These metrics are used to create a feature space, which is classified via the Random Forest algorithm (Breiman, 2001) calibrated with 31,449 training points (visually inspected and randomly distributed throughout the Brazilian territory). This section presents the progress regarding our pasture mapping approaches, which rationale are thoroughly discussed in the following papers: Parente et al., 2017, Parente & Ferreira, 2018, e Parente et al., 2019.
3.1. Classification scheme

Stratified classification approaches allow machine learning algorithms to be trained to capture geographic and temporal aspects specific to one, or more, land use and land cover classes. However, its correct application depends on the existence of training samples for each stratum. Multitemporal classifications, for example, need samples that represent each defined period in time (e.g. years). On the other hand, it is possible to use a single model to classify the entire time series, since that time-series data were normalized.

3.1.1. Geographical and temporal stratification

Our classification scheme considers a geographical and temporal stratification, in which all the 381 Landsat scenes necessary to encompass the entire Brazilian territory are individually trained and classified, on an annual basis, since 1985. Considering that pastures areas are very susceptible to climatic inter-annual variations (Ferreira et al., 2013) and present different biophysical and management characteristics throughout Brazil (Aguiar et al., 2017; Ferreira et al., 2013b), this approach allows the classification models to better perform regarding the identification of the pasture class. However, to minimize the impact of geographical stratification, part of the training samples is shared across different classification models. In practice, 900 points are used to train a specific model of one scene, with a total of 800 points recovered from the immediately adjacent scenes.

3.1.2. Only geographical stratification for Landsat 8 time-series

The classification approach for the years after 2017 (i.e. regarding Collections 4, 5, 6, and 7) utilizes samples from five years, considering only the monitoring period of Landsat 8 and assuming that the trained classifier is able to handle the spectral interannual variations of the earth’s surface. This approach eliminates the need for new training samples every year and allows greater variability in the samples, as it contains higher seasonality conditions. The other aspects of the classification approach are kept according to Collection 3, including the sample balancing, that is proportional to the pasture area of each WRS Landsat. Specifically, for Collections 4 and 5, the 2018 and 2019 images, respectively, were classified based on samples from years 2017, 2016, 2015, 2014, and 2013. For Collection 6, even though the yearly sample dataset was updated until 2020, the same sample generalization logic was considered. Thus, for Collection 6, released in 2021, the 2018, 2019, and 2020 images were classified based on samples from 2016, 2017, 2018, 2019, 2020. For the new Collection 7 (released in August, 2020) the same idea was applied to the 2021 images.

3.2. Feature space

On the Landsat images filtered with the BQA (quality assessment band) and selected according to the established time window (section 2.1. Definition of the temporal period), five operations are applied (i.e. mean, standard deviation, minimum, maximum, amplitude and percentiles) over six spectral bands (i.e. green, red, near-infrared, shortwave infrared 1 and shortwave infrared 2) and three spectral indices (i.e. Normalized Difference Vegetation Index
- NDVI, Normalized Difference Water Index - NDWI; Gao, 1996, and the Cellulose Absorption Index - CAI; Nagler et al., 2003). The Landsat temperature band is not included as a covariate in our classification scheme due to the occurrence of saturated pixels over several dates and regions of the country. Beginning with Collection 5, we added information (Elevation and Slope) derived from the SRTM Digital Elevation Model (DEM) and geographic coordinates. In total, our pasture mapping for Collections 3 and 4 used 40 spectral-temporal bands and, for Collections 5, 6, and 7, 72 spectral-temporal bands and four spatial metrics (Table 1).

**Table 1.** Feature space utilized for the pasture classification in Collections 3 to 7, considering 72 spectral-temporal and four spatial metrics.

<table>
<thead>
<tr>
<th>#</th>
<th>Bands / indices</th>
<th>Operation</th>
<th>&quot;Season&quot;</th>
<th>Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Green</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Standard Deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Green</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>3</td>
<td>Green</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>4</td>
<td>Green</td>
<td>Amplitude</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>5</td>
<td>Green</td>
<td>Percentile 10%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>6</td>
<td>Green</td>
<td>Percentile 25%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>7</td>
<td>Green</td>
<td>Percentile 75%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>8</td>
<td>Green</td>
<td>Percentile 90%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>9</td>
<td>Red</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>10</td>
<td>Red</td>
<td>Standard Deviation</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>11</td>
<td>Red</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>12</td>
<td>Red</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>13</td>
<td>Red</td>
<td>Amplitude</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>14</td>
<td>Red</td>
<td>Percentile 10%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>15</td>
<td>Red</td>
<td>Percentile 25%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>16</td>
<td>Red</td>
<td>Percentile 75%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>17</td>
<td>Red</td>
<td>Percentile 90%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>18</td>
<td>NIR</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>19</td>
<td>NIR</td>
<td>Standard Deviation</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>20</td>
<td>NIR</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>21</td>
<td>NIR</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>22</td>
<td>NIR</td>
<td>Amplitude</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>23</td>
<td>NIR</td>
<td>Percentile 10%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>25</td>
<td>NIR</td>
<td>Percentile 25%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>26</td>
<td>NIR</td>
<td>Percentile 75%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>27</td>
<td>NIR</td>
<td>Percentile 90%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>28</td>
<td>SWIR1</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>29</td>
<td>SWIR1</td>
<td>Standard Deviation</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>30</td>
<td>SWIR1</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>31</td>
<td>SWIR1</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>32</td>
<td>SWIR1</td>
<td>Amplitude</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>33</td>
<td>SWIR1</td>
<td>Percentile 10%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>34</td>
<td>SWIR1</td>
<td>Percentile 25%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>35</td>
<td>SWIR1</td>
<td>Percentile 75%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>36</td>
<td>SWIR1</td>
<td>Percentile 90%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>37</td>
<td>SWIR2</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>38</td>
<td>SWIR2</td>
<td>Standard Deviation</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>39</td>
<td>SWIR2</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>40</td>
<td>SWIR2</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>41</td>
<td>SWIR2</td>
<td>Amplitude</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>42</td>
<td>SWIR2</td>
<td>Percentile 10%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>43</td>
<td>SWIR2</td>
<td>Percentile 25%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>44</td>
<td>SWIR2</td>
<td>Percentile 75%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>45</td>
<td>SWIR2</td>
<td>Percentile 90%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>46</td>
<td>NDVI</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>47</td>
<td>NDVI</td>
<td>Standard Deviation</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>48</td>
<td>NDVI</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>49</td>
<td>NDVI</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>50</td>
<td>NDVI</td>
<td>Amplitude</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>51</td>
<td>NDVI</td>
<td>Percentile 10%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>52</td>
<td>NDVI</td>
<td>Percentile 25%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>53</td>
<td>NDVI</td>
<td>Percentile 75%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>54</td>
<td>NDVI</td>
<td>Percentile 90%</td>
<td>WET</td>
<td>5, 6, and 7</td>
</tr>
<tr>
<td>55</td>
<td>NDWI (Gao, 1996)</td>
<td>Mean</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>56</td>
<td>NDWI (Gao, 1996)</td>
<td>Standard Deviation</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>57</td>
<td>NDWI (Gao, 1996)</td>
<td>Minimum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
<tr>
<td>58</td>
<td>NDWI (Gao, 1996)</td>
<td>Maximum</td>
<td>WET</td>
<td>3, 4, 5, 6, and 7</td>
</tr>
</tbody>
</table>
59 NDWI (Gao, 1996) Amplitude WET 3, 4, 5, 6, and 7
60 NDWI (Gao, 1996) Percentile 10% WET 5, 6, and 7
61 NDWI (Gao, 1996) Percentile 25% WET 5, 6, and 7
62 NDWI (Gao, 1996) Percentile 75% WET 5, 6, and 7
63 NDWI (Gao, 1996) Percentile 90% WET 5, 6, and 7
64 CAI (Nagler et al., 2003) Mean WET 3, 4, 5, 6, and 7
65 CAI (Nagler et al., 2003) Standard Deviation WET 3, 4, 5, 6, and 7
66 CAI (Nagler et al., 2003) Minimum WET 3, 4, 5, 6, and 7
67 CAI (Nagler et al., 2003) Maximum WET 3, 4, 5, 6, and 7
68 CAI (Nagler et al., 2003) Amplitude WET 3, 4, 5, 6, and 7
69 CAI (Nagler et al., 2003) Percentile 10% WET 5, 6, and 7
70 CAI (Nagler et al., 2003) Percentile 25% WET 5, 6, and 7
71 CAI (Nagler et al., 2003) Percentile 75% WET 5, 6, and 7
72 CAI (Nagler et al., 2003) Percentile 90% WET 5, 6, and 7
73 SRTM (Farr et al., 2007) Elevation - 5, 6, and 7
74 SRTM (Farr et al., 2007) Slope - 5, 6, and 7
75 Geographic Coordinate Latitude - 5, 6, and 7
76 Geographic Coordinate Longitude - 5, 6, and 7

3.3. Classification algorithm, training samples and parameters

The mapping approach used in Collections 3 and 4 considered the same feature space, training samples and machine learning algorithm (i.e. Random Forest), modifying only the stratification strategy and sample balancing in the classification process. For Collection 5 onward, we use the same approach as Collection 4, with the difference being only the increment of new metrics in the feature space (table 1).

3.3.1. Collection 3

Our classification approach uses the Random Forest algorithm (Breiman, 2001), which demands training samples. Considering the absence of reference data, spatially explicit, for the entire mapping period, we decided to produce a training dataset with 31,449 points, randomly distributed over Brazil (figure 4), ensuring 100 points for each Landsat scene. Nevertheless, in the border scenes, with ocean and neighboring countries, this amount was weighted by the respective Brazilian territory area of the scene. The sampling design used the pasture map of 2015 (Parente et al., 2017) to reflect the actual pasture area proportion, scene by scene, in the training dataset. However, for scenes with a proportion of
less than 10%, a minimum amount of 10 points was randomly selected over the pasture areas. The training samples were visually inspected by three trained interpreters, who analyzed, for each point, two Landsat images per year, regarding the dry and wet periods, classifying, for 33 years, each transition according to 10 land cover and land use classes (i.e. pasture, crop agriculture, planted forest, native vegetation, mixed use, water bodies, urban area, mining, and others). This assessment was conducted in the Temporal Visual Inspection Tool (Nogueira et al., 2017; Parente et al., 2021), which also considers the respective MOD13Q1 NDVI time series and high-resolution Google Earth images (figure 5). The Random Forest used 500 statistical decision trees to associate a per pixel pasture probability. For example, a pixel with a pasture probability of 60% had 300 trees indicating the pasture class and 200 trees the non-pasture class.

**Figure 4.** Training samples with the consolidated classes, assigned by the visual inspection, in the years between 1985 and 2017 (Collection 3). Each one of the 31,449 points was inspected by three interpreters.

---

1 For Collection 6 (and 7) this point collection was updated, comprising now the period from 1985 to 2020.
Figure 5. Temporal Visual Inspection tool (TVI) which allows the users to visualize two Landsat images, regarding the dry and wet seasons, as well a MOD13Q1 NDVI time series. This image is located in Luís Eduardo Magalhães - BA.
3.3.2. Collection 4

Collection 4 used only the geographical stratification approach (see section 3.1.3), considering a different sample balancing from Collection 3. In this direction, a single classifier was trained using 15,000 samples distributed from 1985 to 2017, considering balanced samples \( i.e. \), 50% pasture and 50% not-pasture). Not-pasture samples were organized locally and globally. Local samples were obtained using the logic of neighboring scenes, according to Collection 3 (see section 3.1.1.), considering all available years and the crop agriculture, planted forest, native vegetation classes. The global samples were obtained considering the entire Brazilian territory and were shared among all trained classifiers, considering all available years and the classes water bodies, urban area and sand bank, which have similar spectral characteristics throughout the surface. For pasture samples only local samples were used and for Random Forest the parameters of Collection 3 were maintained (see section 3.3.1).

3.3.3. Collection 5

Aiming to reduce the computational cost and the commission errors observed in the Collection 4, Collection 5 used the same stratification approach as Collection 3 from 1985 to 2017 (see section 3.1.1) and the geographical and temporal approach (see section 3.1.2) from 2018 on. The main differences between Collections 5 and 3 is the increment of new spectral-temporal metrics derived from the percentiles 10%, 25%, 75% and 90% (considering only values above the “original” 25 percentile), which proved to be very helpful to distinct land use types (Zalles et al., 2019), once it aggregates information regarding the intra annual spectral behavior. Likewise, spatial metrics like elevation and slope, derived by Digital Elevation Model (DEM) produced by the Shuttle Radar Topography Mission - SRTM (Farr et al., 2007), and geographic coordinates, have been added to improve the spatial learning capacity of the classifier. The choice of the metrics was made based on the results of a multiple classifier performance tests that shows an improvement in the classifier accuracies scene by scene (figure 6) compared to the same test with Collection 3 metrics. This test was performed in R language (R Core Team, 2020) with the randomForest classifier package (Liaw and Wiener, 2002) and the K-Fold Cross-Validation algorithm from Caret package (Kuhn, 2008; Caret, 2020). This test also used the same samples, metrics and parameters used in the pasture mapping via Google Earth Engine.
Figure 6. Comparison between the classifier accuracies (scene by scene) reached by the metrics of Collections 3 and 5. The improvements in the classifier performance and capacity to map pasture using the metrics utilized in Collection 5 was significant when compared with Collection 3.

Following the transparency “DNA” of the MapBiomas project, the codes used to produce Collection 5 are available at [MapBiomas Github repository](#).
### 3.3.4. Collection 6

The production of this collection was focused on ensuring the continuity of training and validation samples for the pasture mapping from 2018 to 2020, while considering the same mapping approach adopted in Collection 5. The samples were inspected by two experts using a strategy TVI-like based on the GIS software QGIS with the Earth Engine Package (see 3.3. Classification algorithm, training samples and parameters) for the years 2018 to 2020.

### 3.3.5. Collection 7

Two distinct mapping approaches were considered in the production of Collection 7. First, a similar one (named 7B) to that adopted in Collection 6, thus ensuring, in a straightforward manner, the pasture mapping continuity from 1985 to 2021. In parallel, a more sophisticated strategy (named 7A), considering additional context information, was evaluated. Specifically, in the approach 7A the classification algorithm was calibrated based on the set of covariates associated to both a given training point, as well as to the eight surrounding pixels (figure 7).

![Figure 7. Use of context information evaluated in Collection 7.](image)

As this "surrounding" approach yielded reduced pasture areas, particularly for the Cerrado and Caatinga biomes and for the period after 2016, we decided to use for the operational production of the Collection 7 pasture maps the more conventional approach (i.e. "7B"), until a more thorough evaluation is conducted regarding the potential impacts, in

---

2 The codes used to produce Collection "7A" (evaluation version) are available at MapBiomas Github repository.
terms of both comission and omission errors, an increased set of covariates from neighboring pixel can cause.

### 3.3.6. Collection 8

For Collection 8, the entire set of training samples (~31 thousand samples) used to do the pasture mapping was reviewed from 1985 to 2022 and another set of 19 thousand completely new samples were inspected for the same period (Figure 8). Increasing the amount of training samples used could lead the classifier to give better results based on the increasing variability of examples of pasture and non-pasture samples. Also, for specific cases, intervention training samples were added focusing on solving local mistakes or confusions of the classifier.

![Figure 8. Training samples used in the Pasture Mapping on Collection 8.](image)

### 4. Post-classification

As all maps are produced year by year and independently, a post-classification approach is used to increase the temporal and spatial consistency of the final result.
4.1. **Spatial-temporal filter**

All the classified scenes are retrieved from the Google Drive and merged, on a yearly basis, thus producing a time series of probability pasture maps (see 3.3. Classification algorithm, training samples and parameters). For improving these results, we apply a space-time filter, capable of minimizing abrupt, and sometimes unreal, transitions, simultaneously using information from these two dimensions. The filter, implemented through the SciPy library (Scipy, 2018), uses a 5-year time window and 3 x 3 pixels for replacing the central kernel value with the median of 45 probability values (figure 8). Upon this result, a threshold of 51% is applied, a minimal acceptable value for a binary classification in order to produce the pasture maps for Brazil.

![Figure 9](image.png)

**Figure 9.** The kernel, with 3x3 pixels and 5 years, used in the space-time filtering of the probability pasture maps produced with Random Forest. The central pixel, highlighted in red, is replaced by the median of the probabilities of the 45 pixels kernel.

5. **Validation strategies**

We perform an independent quality assessment considering 5,000 validation points (figure 10), as well as 1,225 points collected in the field by multiple institutions and initiatives (figure 11). The validation sampling design also considered a pasture map of 2015 (Parente et al., 2017), so that the number of random points could be balanced per class (i.e. 2,500 for the “pasture” class and 2,500 for the “not-pasture”), conservatively assuming the minimum mapping accuracy is 50% and the error of accuracy assessment is 1% within a 95% confidence interval (Lohr, 2009).
Figure 10. Validation samples with the consolidated classes, assigned through visual inspection, in the years of 1985 and 2020. Each of the 5,000 points was inspected by five interpreters.
Figure 11. Field data, equivalent to 1,225 points, collected by LAPIG/UFG, Embrapa, TNC, Aliança da Terra, Rally da Pecuária, Associação de Plantas do Nordeste (APNE), Universidade Estadual de Feira de Santana (UEFS), Universidade Federal do Rio Grande do Sul (UFRGS), and WWF, between 2014 and 2018.

The validation samples were inspected by five interpreters, but only points with agreement of four or more votes were considered in the accuracy assessment (i.e. at least four interpreters identified the same land cover and land use class), resulting in (at least) 4,100 samples available for each year. For all the pasture maps, the global, producer and user accuracies were assessed with a balanced confusion matrix, which removes sampling bias (Pontius & Millones, 2011).

The pasture maps present an overall accuracy of ~91%, an user accuracy of ~95% (from 2000 on), and a producer accuracy varying between 60% and 72%, indicating a prevalence of omission errors in all years (figure 12). With the gradual decrease of omission errors in recent years, this assessment reveals that the most accurate, and recent, pasture map is for the year 2015. In Collections 3 and 4, the decay of producer accuracy in the years 2016 and 2017 can be explained by the lack of information, after 2017, for the space-time filter. For the decay observed in Collection 5, the possible cause is an inherited information from maps of 2018 and 2019 (generated using the approach described in section “3.1.2”, and without the time series normalization).

The evaluation using field data, obtained between 2013 and 2018, was performed only with the 2015 pasture map, which mapped 984 of 1225 pasture field points in Collection 3, 1048 in Collection 4 and 988 in Collection 5, corresponding to accuracies of 80.32%, 83.50% and 80.65%, respectively. This accuracy rate, greater than the producer's accuracy performed with validation samples, can be explained by the spatial distribution of the field samples, collected in pasture areas more consolidated and relevant to livestock. It is important to mention that the higher producer accuracy observed for Collection 4, compared to the other collections, was "compensated" by an increase in the commission errors.
Figure 12. Accuracy assessment result for all the years (and Collections), calculated based on the validation samples, only considering points with four or more votes (i.e. at least four interpreters identified the same land cover and land use class).

6. Data Analysis

The motivation to produce a new map collection every year is to generate more spatially and temporally accurate maps every version. Occasionally, we need to take a step back in an approach to ensure a more realistic map. For Collection 5 (as well as for Collections 6 and 7), we chose a more conservative map approach, with as little commission error as possible. Thus, we did not compare Collections 4 with 5, as the results will be similar to the comparison between Collections 3 and 4.

6.1. Comparison between Collections 3 and 4

The main methodological difference between Collections 3 and 4 was the use of a single classification model for the entire time series (see section 3.1.3) combined with a sample balancing of 50-50% (see section 3.3.4). Analyzing the results of the two collections we observed the following aspects:

- The methodology of Collection 4 allowed the classification of periods without samples (i.e. year 2018), which allowed the use of a larger number of samples and consequently different sample balancing strategies;
- Collection 4 filled the pasture areas better, producing a map with better spatial
consistency (figure 13) and lower omission error (figure 12).

- Collection 4 promoted a better separation of agricultural areas that were classified as pasture in Collection 3;
- The commission error increased in Collection 4 (figure 12), mainly due to the erroneous classification of natural areas with large spacing between trees, especially in the Cerrado and Caatinga biomes;
- Collection 4 showed a sudden increase in producer accuracy, between 1997 and 2001, probably caused by the smaller number of available observations between 1985 and 2000 (Figures 14 and 15).

Figure 13. Examples of pasture areas, for the municipality of Óbidos/Pará, as depicted by Collections 3 and 4.

Figure 14. Number of good observations (i.e. without cloud and cloud shadows, for two specific years, considering the same time window used in the classification approach of Collections 3 and 4.)
6.2. Comparison between Collection 3 and 5

From 1985 to 2017, the approach used in Collection 5 (see section 3.1.3) differs from the Collection 3 only by the number of metrics used to produce the series of maps; and, from 2018 on, the classification approach, scene by scene, used only the samples available from the Landsat 8 satellite (see section 3.1.2). Analyzing the results for Collections 3 and 5 we observed the following aspects:

- The use of percentile metrics in Collection 5 helped to minimize commission error of planted forest and crop, because these metrics could give more information about the intra annual behaviors of the surface during the mapped period (24 months). The result was a more refined map compared to Collection 3 (figure 16);
- Collection 5, when compared to Collection 3, reduced the omission errors and, most of the time, did not impact on commission errors (figures 17 and 18). In addition, the accuracy, on a yearly basis, was slightly smoother than in Collection 3 (figure 12).
- In some biomes, like Caatinga and Mata Atlântica, it was possible to observe some omission error caused by sazonality interference, high landscape fragmentation and insufficient training samples.
Figure 16. Mapping examples of pasture areas, for the municipality of Brasilândia/Mato Grosso do Sul, in Collections 3 (yellow) and 5 (cyan). In some cases, Collection 3 misclassified planted forest as pasture (since after the cut, grass can grow over these areas).

Figure 17. Mapping examples of pasture areas near Mapinguari National Park (Porto Velho/Rondônia), in Collections 3 and 5. This example shows a better pasture area (piquet) filling by Collection 5.
Figure 18. Differences in accuracies between Collections 5 and 3. The inclusion of new metrics helped to increase the correctly mapped pasture area over the series of maps without impacting much the commission error.

6.3. Comparison between Collection 5 and 6

The modifications and updates made in Collection 6 significantly improved the differentiation between pasture areas and crop plantations, while increasing the sensibility to detect natural riparian forests inside the pasture paddocks, mainly in the Cerrado, Amazon, and Atlantic Forest biomes. This map consistency improvement due to the updating of training samples caused a reduction in the total pasture area mapped in the final maps of the series (figure 19), which was expected to happen.
Figure 19. Improvements in Collection 6 compared to Collection 5. The updates in the training sample series enable a better differentiation between pasture and crop plantation. Also, the sample update slightly enhanced the edges between pasture and riparian forests.

7. Pasture maps integration

For Collection 4, the final pasture area mapping resulted from an integration between Collections 3 and 4 (figure 20); i.e. the areas mapped by Collection 4 were considered only in regions mapped with the Agriculture and Pasture Mosaic (i.e. class 21), according to the mapping approach used by the biomes, producing a map with the best aspects of the both collections. On the other hand, no integration was considered in Collections 5, 6, and 7.
8. Pasture Quality Mapping

This section presents the progress regarding our pasture quality mapping approach.

8.1 Collection 5

In Collection 5, the analysis approach for mapping the quality of the Brazilian pastures, considering the years 2010 and 2018, was based on Landsat NDVI images, which functions as a proxy of pasture vigor. Specifically, we followed the method proposed by Gao et al. (2006) and adaptations made by Andrade et al. (2013) for the Brazilian reality.

For the two analyzed periods (i.e. 2010 to 2018), NDVI median images within a 24-month time window were used, considering the second semester of the previous year, the year of interest and the first semester of the following year (e.g. July / 2009 to June / 2011). To obtain median NDVI images for the beginning and end of the analyzed periods (i.e. 2010 to 2018), which were comparable to each other, the following criteria were used: 1 - Equalize the availability of images between sensors (i.e. TM and OLI), reducing the data to the monthly average and using only the months with information available for both periods (i.e. 2010 and 2018); 2 - The negative NDVI values were removed from the analysis, since in pasture areas these values tend to be associated with noise in the data; 3 - Landsat 5 data - beginning of the period - were spectral corrected to be compatible with Landsat 8 data - end of the period. The median NDVI images were obtained using all Landsat scenes with less than 80% cloud coverage, and applying the above criteria on a pixel basis.

For each Brazilian biome, the median NDVI images were normalized, using the following equation:

\[ NDVI_q = \frac{NDVI - NDVI_{min}}{NDVI_{max} - NDVI_{min}} \]

The resultant image corresponds to a pasture condition index, with values between 0 and 1, which was stratified into four categories of pasture quality: not degraded (> 0.6), slightly degraded [0.5 - 0.6], moderately degraded [0.4 - 0.5], and severely degraded [<0.4]). Based on the CAR limits (i.e. Rural Environmental Information concerning property limits), the Pasture Degradation Index was calculated for each Brazilian property, weighting the
pasture area in each class of degradation according to the total pasture area on the property (figure 21). For a thorough description of the above strategies and analysis of the results regarding the Collection 5 pasture quality mapping, refer to the Santos et al., 2022 paper.

**Figure 21.** Analysis approach for mapping the quality of the brazilian pasturelands for Collection 5.

### 8.2 Collection 6

To build a consistent pasture quality time series for the entire country, it is necessary to have consistent and stable satellite observations, which are very difficult to obtain based on the regular USGS Landsat archive available via the Google Earth Engine. Thus, for Collection 6 we opted to use the MOD13Q1 EVI data series (2000 to 2020), which were processed with state-of-the-art techniques in order to extract stable (i.e. gap filled series, on a pixel basis, via the use of the TMWM algorithm / code) and seasonally adjusted data (i.e. removal of the seasonal component via the use of the STL algorithm / code). The basic rationale used in Collection 5 was maintained (refer to figure 21), although for each year, the so-called CVP (i.e. pasture vegetative cover - in portuguese) was derived from the normalization of the mean deseasonalized EVI value (from six bi-monthly composites) and only three quality classes were derived (figure 22).
**Figure 22.** Analysis approach for mapping the quality of the brazilian pasturelands for Collection 6.

### 8.2 Collection 7

A major breakthrough in the Collection 7 pasture quality assessment was achieved via the use of the Landsat ARD (Analysis Ready Data) made available by the Global Land Analysis and Discovery (GLAD / University of Maryland), whose harmonization strategy enables the generation of radiometrically stable and consistent time series (Potapov *et al.*, 2020). For each year (i.e. 2000 - 2021), the Landsat NDVI series was reduced, pixel a pixel, to four values, corresponding to the percentil 50 (i.e. median) within a three month period (according to each season), decomposed into noise, seasonality and trend (Cleveland *et al.*, 1990), and adjusted via linear least squares fitting (OLS). Then, the same rationale utilized in Collection 6 was applied to each pasture pixel, i.e. CVP was derived from the normalization of the mean deseasonalized NDVI value (considering the four periods / seasons) and three quality classes produced for each year, from 2000 to 2001 (figure 23).
Figure 23. Spatial detail comparison between Pasture Quality data in Collection 6 and 7.
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